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1. Introduction 
Given the increasing demand for flexibility as well as technological advances in mobile communication devices such as wireless 
LANs, laptop computers and smart mobile phones, wireless communications are becoming more and more common. There are several 
advanced efforts to enable wireless communication over mobile networks. Multicasting is one such effort that strives to provide 
support for wireless communication in mobile networks.  
 
1.1. Multicasting in Mobile Ad Hoc Networks (MANETs) 
In the Internet, multicasting means transmission of packets to a group of zero or more hosts identified by a single destination address [1].  
The idea of multicasting is intended in scenarios, where, all members in the host group need to receive the same packets from one or more 
sources. Membership in the multicast group can change dynamically. 
A MANET comprises self-organized wireless mobile nodes that share a common wireless channel that can work without the support 
of fixed infrastructure or centralized administration. Two nodes can communicate either by single-hop transmission, if they are 
within each other's transmission ranges, or by multi hop transmissions through intermediate nodes that will serve as relays. Multi-hopping 
is usually required due to limited transmission power. Each node participates in the network as both host and a router. 
 
1.1.1. Advantages 
Multicasting reduces the communication costs for applications that send the same data to multiple recipients. Instead of sending data 
through multiple unicasts, multicasting minimizes the link bandwidth consumption and delivery delay [4]. Figure 1 shows a topology 
of one  source  and  three  destinations  when  using  both  multicast and  unicast  and  depicts  this advantage 
 
1.1.2. Challenges 
MANETs have several characteristics not present in wired networks: rapid deployment, robustness, flexibility, inherent mobility 
support, highly dynamic network topology (device mobility, changing properties of the wireless channel (e.g., fading and multipath 
propagation), and partitioning and merging of ad hoc networks are possible), limited battery power, limited capacity, and 
asymmetric/unidirectional links [5, 6]. 
The above characteristics of MANETs create challenges for multicasting [2, 3, 6-7]. The key problem of multicasting in MANETs is to 
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enable efficient delivery of packets from a sender to multiple receivers, when the nodes are mobile. A highly dynamic topology is the 
biggest challenge for the robustness of a multicast protocol. In comparison, for wired networks, MANETs have a lower channel 
capacity, which is the result of noise and interference inherent with the wireless transmissions. As a result, there is always a 
tradeoff between reliability and control overhead. This tradeoff in turn affects the performance of the protocol.  
 

 
Figure 1: Network topology with one sender and three receivers when using (a) multicast, and (b) unicast 

 
2. Taxonomy of Multicast Protocols in Manets 
Recently, many multicast routing protocols have been proposed specifically for MANETs. These  include multicast  ad-hoc  on-
demand  vector  (MAODV)  [17],  core  assisted  mesh protocol (CAMP)  [18],  location guided tree (LGT)  [19],  on-demand  
multicast routing protocol (ODMRP)[20], forwarding group multicast protocol(FGMP)[21], ad-hoc multicast routing(AM Route) 
[22], multicast core extraction distributed ad-hoc routing (MCEDAR) [23] and differential destination multicast  (DDM)[24]. 
Most of these multicast routing protocols are primarily based on distance-vector, stateless or link-state routing with additional 
functionality incorporated to assist the routing operations. The goals of all these protocols   include   minimizing control 
overhead, minimizing processing overhead, maximizing multi-hop routing capability, maintaining dynamic topology and 
preventing loops in the networks. However, many multicast routing protocols do not perform well in MANETs, because, in a highly 
dynamic environment, network topology changes frequently and unpredictably. Moreover, bandwidth and power are limited.  This  
section presents the  life  cycle of a MANET  multicast  protocol,  and  their  algorithms  that  are  largely  dependent  on 
characteristics, closely related to the stages of the life cycle.  
 
2.1. Multicast Session Life Cycle  
A general multicast session undergoes different stages to complete the steps of a life cycle as shown in Figure 2. The most important 
stages and their sub stages involve [22]: 
 

 
Figure 2 

 
2.1.1. Initialization of Multicast Session  

 Registration 
 De-Registration 

Both Registration and De-Registration can be receiver or source initiated.  
 
2.1.2. Multicast Information Dissemination of Topology  

 Flooding 
 Tree-based (Source or Shared) 
 Mesh-based 

 
2.1.3. Multicast Topology Maintenance 

 Reactive 
 Proactive 

In all the lifecycle stages joining, leaving, rejoining and session maintenance affect the performance of a multicast protocol.  
The routing scheme used is either reactive or a proactive. A source or a receiver can sends JOIN requests to initiate a multicast group. 
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These requests are propagated until the respective source or a receiver is found which in turn sends JOIN replies back. The path to the 
source(s) and/or receiver(s) is established from the JOIN replies and requests received, as they will hold all the addresses of 
intermediary nodes. These intermediary nodes mark themselves as forwarder nodes.  
A session can be ended by explicit leave messages or by implicit periodic updates i.e. not replying to any JOIN requests. 
Subsequent sections present the classification of MANET algorithms based on above stages of multicast session life cycle.  
 
3. Overview of MANET Multicast Protocols 
Some MANET broadcasting schemes like MPR flooding [26], Simplified Multicast Forwarding (SMF) [28], MANET unicast 
protocols called Optimized Link State Routing (OLSR) [32], Ad Hoc On-Demand Distance Vector (AODV) [37] and Multicast Ad 
Hoc On-demand Distance vector (MAODV) [17] a MANET multicast protocol are briefly described in this section.  All these 
protocols use some of the algorithms previously discussed.  
 
3.1. Multi Point Relay (MPR)-based Flooding  
The concept of MPRs was developed to reduce the number of duplicate transmissions of pure flooding, while forwarding a broadcast 
message. In MPR-flooding [26], only subsets of neighbor nodes retransmit messages, unlike the pure flooding, where all the 
neighbors forward the messages. A neighbor node, which forwards a message, is referred to as relay node of the peer. MPR nodes 
are chosen based on messages exchanged between one hop neighbors. The information required to calculate the multipoint relays is 
the set of one-hop neighbors and the two-hop neighbors, i.e. the neighbors of the one hop neighbors. Most protocols use some 
form of periodic keep alive messages or commonly known as HELLO messages to obtain information about one-hop neighbors. In 
a mobile environment, these HELLO messages are exchanged by each node to refresh current information of their one-hop 
neighbors. Every node by sending HELLO messages can send its own one-hop neighbor information, so that, the two-hop neighbor 
set can be computed. Thus, with these HELLO messages, each node can independently calculate its one-hop and two-hop neighbor 
set. The multipoint algorithm is designed such that every node will select relay nodes, such that, it can reach its entire two-hop 
neighbors. Figure 3 compares normal and MPR - flooding. 
 

 
Figure 3: Normal (a) and MPR Flooding (b) [26] 

 
The MPR algorithm is designed to provide a near optimal MPR set and is very simple to implement. The problem of selecting 
optimal MPR set is NP-complete. The two algorithms used in MPR-flooding are:  
 
3.1.1. MPR Selection for Node u 

 Select as MPR all the neighbors of node u that are the only neighbors of a 2-hop neighbor of node u; 
 While an uncovered 2-hop neighbor from u still remains: 
 Select as MPR a neighbor of u that is neighbor to the largest number of uncovered 2-hop nodes. 

 
3.1.2. MPR Flooding 
Each node u that receives a broadcast message will forward it only if the node u is an MPR of the previous hop of the message and has 
never received the message before. 
Thus,  even  though  the  classical  flooding (CF)  scheme is  more  robust  and  reliable,  it consumes a lot of bandwidth. Multi-point 
relaying gives equally good results with much lower overhead traffic. 
 
3.2 Simplified Multicast Forwarding (SMF)  
Flooding is the simplest form of broadcasting data in MANETs. However, due to broadcast storm problem in flooding, many 
mechanisms that minimize the packet forwarders were introduced.  SMF also specifies mechanisms for applying reduced relay sets to 
achieve more efficient multicast data distribution within a mesh topology versus simple flooding.  Flooding optimizations include 
Connection Dominating Set (CDS) (in graph theory, a dominating set (DS) for a graph is a set of vertices whose neighbors, along 
with themselves, constitute all the vertices in the graph, a connected DS (CDS) is a DS forming a connected graph), Multi Point 
Relay (MPR) [26] set etc. SMF is one such simple scheme that tries to minimize the problems in CF scheme. SMF basically is 
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comprised of three parts:  
 Sequence id generator and marker to be used when and if necessary, 
 Duplicate detection module, and 
 Basic multicast packet forwarding module. 

All these three modules help in providing a working prototype compatible with existing and emerging IP network protocol 
frameworks. The sequence generator is responsible for marking each packet with a monotonically increasing unique identification 
number when existing IP kernel methods are not sufficient or are not predictable. The duplicate detection mechanism is used to 
remove and detect duplicate packets from both entering the interface forwarding process and from being delivered to upper layer 
applications. The multicast forwarding module is flexible in its design and presently supports different flooding design 
optimizations. The current experimental mechanisms are: CF, source-specific multi-point relay (S-MPR) flooding, and non-
source multi-point relay (NS-MPR), Essential Connecting Dominating Set (E-CDS) and Multipoint Relay Connected Dominating Set 
(MPR-CDS).  
The S-MPR flooding mechanism is based on the MPR technique described in Section 2.5.1. The current algorithm selects MPRs 
which are one-hop away, to build a reduced relay set to reach all of its two-hop neighbors. S-MPR allows only locally elected 
MPRs to retransmit packets that are received from upstream nodes. Symmetric two-hop neighbor knowledge can be collected via 
single HELLO exchanges. Source-specific MPRs compose a connected dominating set, and using S-MPR significantly reduces 
redundant retransmission of packets [31], especially in dense network neighborhoods. However, there is an implementation 
disadvantage  of  S-MPR as  it  requires  previous  hop identification  to perform a  proper forwarding match, thus, adds some 
additional state and complexity to the design.  
A flooding technique that does not require previous hop information during the forwarding decision process and overcomes S-MPR 
drawbacks is called NS-MPR.  The NS-MPR mechanism combines all source-specific elected MPRs into a common relay node set. 
In this case, only knowledge that a node is an MPR for at least one neighbor is used and previous hop information is not required 
during the active forwarding process. However, NS-MPR does not scale well as compared with the S-MPR approach. That is, 
there is no significant decrease in a combined resultant relay set when compared to a source-specific relay set. Research is still 
carried out to investigate optimization algorithms, to form common relay set not requiring previous hop knowledge.  
The third flooding scheme called Essential Connected Dominating Set (E-CDS) is based on the E-CDS algorithm described in a 
proposal for MANET extensions to OSPF using CDS flooding [63]. The E-CDS algorithm forms a single CDS mesh for the entire 
network similar to  NS-MPR  and  allows  nodes  to  use 2-hop  neighborhood  topology  information  to dynamically perform relay 
self election to form a CDS. Nodes elect themselves as relays using neighborhood router priority information. Priority values need 
not be unique and can be a combination of values such as power level, number of one-hop neighbors and address values. For nodes 
to correctly assign themselves as relays, priority values need to be learned within a two-hop neighborhood.  E-CDS nodes select 
themselves as relays if and only if:  

 The node’s router priority is greater than all its  two hop neighbors,  or 
 There does not exist a path from the highest priority neighbor to all other one and two hop neighbors using only nodes with 

greater priorities as relays. 
With E-CDS, any SMF node that has selected itself as a relay performs duplicate detection (DPD). E-CDS, unlike SMPR, does not 
guarantee minimal hop paths for end to end connections. Because E-CDS uses a shared CDS, there may be higher traffic 
concentration within the network forwarding paths compared to source based approaches.  
The final algorithm presented is the MPR-based Connected Dominating Set (MPR-CDS) algorithm [64]. The number of forwarding 
nodes in MPR-CDS is reduced to a more efficient subset of MPRs than the simple NS-MPR described previously. MPR-CDS 
requires that nodes know a unique ordering identifier for each node within their two-hop neighborhood. After neighborhood discovery, 
a node using MPR-CDS will forward all unique packets if and only if:  

 THE node’s  identifier is higher than all its one-hop neighbors, or 
 NODE has been selected as an MPR by the node that has the highest identifier in its one hop neighborhood. 

Like E-CDS, MPR-CDS approach results in a common relay set, and does not guarantee minimal hop paths. MPR-CDS also has no 
requirement for previous hop knowledge similar to other shared CDS algorithms. MPR-CDS has similar scaling properties to both E-
CDS and S-MPR [65].  
All the SMF forwarding schemes present robustness to changes in topology caused by network mobility and increasing traffic 
loads. However, there is still ongoing research on the interoperation of SMF with multicast MANET border routers and other 
existing exterior multicast protocols. 
 
3.3. Optimized Link State Routing (OLSR)  
OLSR is a link state algorithm modified for mobile networks. In OLSR, only MPRs forward link state information. Furthermore, only 
partial link state information is exchanged between MPRs. The link state information is used to calculate OLSR routing tables.  
We will discuss three important stages involved in maintaining OLSR routing tables.  
 
 3.3.1. Link sensing 
MPR link state information is exchanged between the mobile nodes through the exchange of HELLO packets. The HELLO packet 
message format is shown in the Figure 4 [32]. HELLO packets are periodically transmitted over the interfaces to detect 
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connectivity with the neighbors. A link is assigned a status like, symmetric “or 'asymmetric' based on whether a  pair of HELLO 
packets are heard or not heard from both the directions on the  links respectively. This way a node maintains a link set, which contains 
the information of links to its one-hop neighbors.  
 
3.3.2. Neighbor Detection and MPR Selection 
Based on the link set on a node obtained from the exchange of HELLO packets, a neighbor set is created. A node is called a neighbor 
of another node if and only if there exists at least a link between them. Nodes also maintain a two-hop neighbor set, that is, a set of 
nodes which have symmetric link to symmetric neighbors. The MPR set is computed based on two-hop neighbor set. A node will 
select the MPRs such that any strict two-hop neighbor is covered by at least one MPR node.  
 

 
Figure 4: OLSR Hello packet format [32] 

 
The MPR list is recalculated every time there is a change in the link state information which results in a different one-hop and two-
hop neighbor set.  
 
3.3.3. Topology Control Message Diffusion 
A node announces its link-set by flooding Topology Control (TC) messages. TC messages are flooded through MPR flooding. TC 
messages use an Advertised Neighbor Sequence Number to ensure the “freshness” of the announced link-set. TC messages are sent at 
regular intervals, and are also triggered by link-set changes and MPR selection set changes. The TC message format is shown in Figure 5 
[32].  
 

 
Figure 5: TC message format [32] 

 
3.4. Ad hoc On-demand Distance Vector (AODV)  
The information in this section was obtained from the Ad Hoc on Demand Distance Vector Protocol (AODV) RFC [37]. AODV is a 
reactive protocol, that is, the routes are created and maintained only when they are needed.  Route Request (RREQ) is flooded by the 
source host to find the path to destination host. The RREQ message includes the destination sequence number, which not only prevent 
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loops, but prevents old information to be replied to the request. The source host finds the destination host’s sequence number from its 
routing tables which stores information about the next hop to the destination and a sequence number.  
On receiving RREQ messages, the intermediary nodes update their routing tables. The destination host or any intermediate node (if 
it has the path to the destination) can reply using Route Reply (RREP) message. Each host also has its own sequence number, which 
must be incremented in two different cases:  

 Before source host sends RREQ message, and 
 When the host sends a RREP message responding to the RREQ message 

AODV uses a third type of message called Route Error (RERR). When a node detects any breaks in the active routes it sends RERR 
messages toward the source. Link breaks can be detected via periodic HELLO messages.  The host originating RERR messages 
should increment the RERR message sequence number before broadcasting it locally, to prevent replies for old RERR messages.  
AODV reduces the overhead of maintaining routes at the cost of increased latency in finding  new routes. The AODV protocol will 
perform better in networks with static traffic and relatively small number of source and destination pairs, unlike OLSR which is more 
efficient at a high density and random traffic.  
 
3.5. Multicast Ad-hoc On-demand Distance Vector (MAODV)  
MAODV is a multicast extension of AODV. In MAODV, all members of a multicast group belong to a tree (which includes non-
member nodes required for the connection of the tree), and the root of the tree is the group leader. Multicast data packets are 
propagated using the tree. The core of the MAODV protocol is on the tree formation, maintenance, repair the tree and tree  merging.  
There  are  four  types  of  packets  in  MAODV:  RREQ,  RREP,  Multicast Activation  (MACT) and  (Group HELLO) GRPH. 
RREQ and RREP are also packets in AODV. A node broadcasts a RREQ when  

 It is a member node and want to join the tree, or 
 It is a non-member node and has a data packet targeted to the group. 

When a node in the tree receives a RREQ, it responses with RREP using unicast. Since RREQ is broadcasted, there may be 
multiple RREPs received by the originating node. The originating node should select one RREP that has the shortest distance to the 
tree and unicast a MACT along the path to set up a new branch to the tree.  GRPH is periodically broadcasted by group leader to 
allow the nodes in the tree to update their distance to the group leader. More detailed information on MAODV can be found in [17].  
 
4. Proposed Work 

 Scalable Simple Multicast Forwarding (SSMF)  
The need for different multicast forwarding schemes for different MANETs or topology scenarios has been presented in 
the previous chapters.  The requirement for multicast algorithm’s independency with respect to any unicast protocol was also 
discussed previously. There is a need for protocols which can integrate well with already existing multicast protocols in 
the wired network.  

 
4.1. Problem Formulation 
A single multicast protocol is not suitable for all types of networks and aims to meet maximum possible requirements for 
different network conditions. Section 2.4 described some features required by a multicast algorithm to function efficiently in 
MANETs. For the efficient  function  of  multicast  algorithms,  there  is  a need  to  separate  multicast  data dissemination for 
different network scenarios. The two basic networks scenarios or conditions can be the following:  

 Localized scenario: that has a very dense network of multicast receivers. 
 Scattered Scenario: that has a few and a scattered network of multicast receivers. 

A protocol able to adapt to different network conditions can make it highly efficient. Two different broadcasting schemes can be 
proposed for the above two network scenarios:  

 For  the  first  condition(the  localized  scenario),  a  proposal  of  a  broadcasting mechanism is limited flooding. The scope 
of flooding can be limited by appropriately choosing a TTL of the packets to be flooded.  

 For the second scenario (scattered network), flooding can be combined with any underlying unicast protocol to reach all 
the scattered hosts.  

The limited flooding combined with any MANET unicast protocol will eliminate unnecessary dissemination of data as well as 
its dependency with respect to any specific unicast protocol. The combination not only allows flooding to reach dense part of a 
network, but also allows sources to reach scattered hosts very sparsely located, through unicast, ensuring reliability of packet 
delivery as well as saves lot of bandwidth with limited flooding. 
 
4.2. Design  
The proposed approach goals and definitions defining various stages of a multicast protocol life cycle are presented in this section.  
 
4.2.1. Goal 
IETF currently considers Simple Multicast Forwarding (SMF) scheme [28] for forwarding multicast packets in MANETs. SMF 
uses MPR-flooding as one of its options. The major advantage of this scheme is its simplicity and efficiency with respect to 
node movement. However, SMF also has some disadvantages like needless data duplication i.e., sources even with no receivers 
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flood the entire network. SMF also does not properly integrate with existing wired protocols like PIM. There is still ongoing 
research on the integration of SMF with other exterior multicast protocols. Our goal is to modify SMF so that it can overcome 
aforesaid problems.  
 
4.2.2. SSMF 
In our proposed multicast protocol SSMF:  

 All the multicast receivers in a group have to register to all potential multicast sources in the multicast group of interest. The 
registration packet(s) can be unicasted and/or MPR-flooded (limited flooding) to the sources;  

 The sources store a list of all interested receivers in their multicast group in a receiver table. Each receiver entry is 
accompanied by its distance (in terms of hop count) from this particular source;  

 For each list of receivers, a source will compute a combination of limited scope flooding (with a limited TTL) and 
unicast to reach all the multicast receivers.  

 Hence, the scheme aims to minimize the flooding overhead compared to that of SMF, by choosing the best combination of 
limited flooding (with TTL) and unicasting.  

 
4.2.3. SSMF Definition  
The above proposed scheme is named as Scalable Multicast Forwarding (SSMF) and this section provides detailed SSMF protocol 
definition. When a receiver joins a multicast group (and periodically thereafter), the node simply broadcast JOIN requests to a 
multicast group; the multicast sources for a particular group, on receiving these requests, add them to their receiver tables. Since 
registration is initiated by the receivers, SSMF is a receiver-initiated approach.  
For de-registration, two methods can be employed:  

 An explicit deregistration message can be sent to the multicast source by its multicast group's receiver. Upon reception of this 
explicit message, the source simply removes that receiver from its receiver table.  

 Since receivers periodically broadcast their group membership to their multicast group(s) source(s), these sources(s), 
store the active receiver(s) and their hop count. A timer can be employed on the sources receiver tables to periodically flush 
the inactive receivers upon timeout.  

For the implementation of SSMF in this thesis both of the above methods are used.  
In this paper, the timeout value is chosen as three periodic updates plus a small guard time of about (0.05s), that is, if a source does 
not get three consecutive periodic updates, then source will wait some extra guard time period, before eliminating the receiver from its 
tables.  
The multicast sources store in the receiver tables the distance or number of hops to the respective receivers. The sources will 
update the hop counts for each receiver by one of these methods:  

 If a proactive unicast routing protocol is being used, the hop count can be directly obtained from the unicast routing table, 
or 

 From the periodic updates messages the receivers (the periodic SSMF JOIN messages will carry this hop count 
values); if multiple updates are received, the minimum value is used.  

In this thesis for robustness, the maximum of hop count values obtained from the above two ways are used. Proceeding to SSMF‟s 
dissemination of multicast data, a source will have to choose between a combination of limited scope SMF flooding, and unicasting. The 
mechanism for choosing the correct combination of flooding and unicast is explained in section 3.3. In the broadcasting mechanism of 
SSMF, decision of flooding with TTL and unicast depends on knowing the current TTL values. To guard against an increase in the TTL 
values due to changes in the links, limited scope flooding should be carried out with an additional safety factor. Depending on the 
rate of link changes, the rate of updating the TTL values and an appropriate „safety‟ factor can be chosen. However, if the TTL is 
obtained from a responsive proactive unicast routing protocol, then, only a small safety is required as updating the TTL value is 
accomplished by the underlying unicast protocol. The safety value added to the optimum TTL value will represent a trade-off 
between registration and data overhead.  
 
4.3. Protocol Specification 
 
4.3.1. Adaptive TTL Flooding 
This section presents the calculation of the optimum TTL for limited flooding in SSMF. Assume that N nodes are uniformly distributed in 
a rectangular lattice. Given a node i in the lattice, there are 4k nodes at a distance of k hops from i. A flood with a TTL=k will have 
Nktransmissions, where,  
Nk =0.45(1+2k (k+1))  
Since the flooding mechanism in SSMF is SMF, the total number of forwarding nodes will be less than Nk. The worst case for this 
scenario is pure flooding, where; every node in the relay set is an MPR. According to the literature [57-58], the number of total 
number of forwardingnodes by using MPR flooding will be approximately 45% of Nk.  
Similarly, there is a need to calculate the number of forwarding nodes or overhead data packets for unicast messages in order to 
quantify the tradeoff between the SMF flooding and unicasting to a group of SSMF multicast receivers. For unicast delivery, the 
forwarding hops will be same as the value of hop count or TTL in the unicast tables of senders.  
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Based on the overhead for a certain TTL and unicast, the optimum TTL (the one that minimized the number of transmissions) 
can be computed. 
For example, let there are a source and five receivers located at one, two and three hops away from the source shown in the Figure 6.  
 

 
Figure 6: An example MANET with a source and multicast group consisting five receivers. 

 
Table 1 shows the receiver table for the network topology shown in Figure 6. Table 2 shows how an optimum TTL can be chosen 
based on the information in the receiver table. 
 

Receivers Hop Count 
R1 1 
R2 2 
R3 3 
R4 2 
R5 1 
R6 2 

Table 1: SSMF receiver table at the SSMF source for topology in Figure 6 
 

TTL{k} Data  overhead  due  to SMF (Packets) 
{.45 * [1+2k (k+1)] } 

Data overhead due to Unicast (Packets) 
{Hop count from periodic update table} 

Overhead 
{Packets} 

0 0.45 11 11.45 
1 2.25 9 11.25 
2 5.85 3 8.85 
3 11.25 0 11.25 

Table 2: Overhead calculations for optimum TTL 
 
The flooding TTL =0 i.e., k = 0 represents a case, when no limited flooding occurs and only unicast to all the group members will take 
place. If TTL is set to 1 for limited scope flooding using SMF, since, receivers R1 and R5 are one hop away from source, SMF 
flooding will cover them. The other receivers that are more than a hop away need the data to be unicasted to them. Since R2, R4 and 
R6 are two hops away and R3 is three hops away, total unicast packets generated is the sum of their hop counts i.e. in this case it is 
2+2+2+3 = 9 packets. A similar calculation can be performed for each TTL. In this example, the optimum TTL is equal to two, as 
the combination of unicast and SMF flooding generates less data overhead for this TTL value, and the remaining receivers which 
are not covered by limited SMF flooding are unicasted 
 
5. Conclusion and Future Work 
 
5.1. Conclusion  
By theoretical analysis it has been proved that by combining unicast and multicast .The no. of packet forward can be reduce .It has 
been applied   theoretical. 
 
5.2. Future Work   
It has been applied theoretically and it is also applied to experiment in Future.  
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